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Zusammenfassung

Zusammenfassung

Studien zeigen, dass es möglich ist Basenmodifikationen in dem Oxford Nanopore

Technologies Sequenzierungssignals von DNA und RNA zu detektieren. Das Signal

um eine modifizierte Base weist eine Verschiebung gegenüber der unmodifizierten

Variante auf. Genaue und verlässliche Tools zur Vorhersage einer RNA Modifika-

tion sind noch sehr rar und funktionieren noch nicht gut oder nur eingeschränkt

gut. In dieser Masterarbeit versuche ich aus dem Nanopore Signal von RNA in vitro

Transkriptionsdaten die N6-Methyladenosin (m6A) Modifikation von einer normalen

Adenosin Base zu unterscheiden. Dazu verwende ich die Skriptsprache Python,

eigens geschriebene Skripte und adaptierte Skripte meiner Betreuer. Für die Vorher-

sage der m6A Modifikation aus dem Signal verwende ich tiefe neuronale Netze,

welche eine Methode des maschinellen Lernens darstellen. Das Signal verarbeite

ich in drei verschiedenen Formen für die neuronalen Netze. Eine Form ist das rohe

Sensorsignal, ein andere das transformierte Pikoampere (pA) Signal und die letzte

das normalisierte pA Signal. Desweiteren analysiere ich die Basensegmentierung

eines Nanopore Signals an und vergleiche dabei die Segmentierungs- und Resquig-

glingtools Taiyaki und Nanopolish eventalign. Hierfür visualisiere ich die un-

modifizierten und modifizierten Signale bestimmter Motive aus den Datensätzen für

das Trainieren und Evaluieren meiner neuronalen Netze. Zum Schluss vergleiche

ich die neuronalen Netze untereinander auf ihre Fähigkeit die m6A Modifikation aus

den in vitro Transkriptionsdaten vorherzusagen.



Abstract

Abstract

Studies show that it is possible to detect base modifications in the Oxford Nanopore

Technologies sequencing signal from DNA and RNA. The signal around a modified

base presents a shift compared to the unmodified variant. Accurate and reliable

tools for predicting an RNA modification are still rare and do not perform very

well or only to a limited extent. In this master thesis, I aim to distinguish the

N6-methyladenosine (m6A) modification from a regular adenosine base from the

Nanopore signal of RNA in vitro transcription data. For this, I use the scripting

language Python, specially written scripts, and adapted scripts from my supervi-

sors. For the prediction of the m6A modification from the signal, I use deep neural

networks, which are a method from machine learning. I process the signal in three

different forms for the neural networks. One form is the raw sensor signal, another is

the transformed pico ampere signal, and the last is the normalized picoampere sig-

nal. Furthermore, I look at the base segmentation of a Nanopore signal and compare

the segmentation and resquiggling tools Taiyaki and Nanopolish eventalign. For

this, I visualize the unmodified and modified signals of certain motives from the data

sets for the training and evaluation of my neural networks. Finally, I compare the

neural networks with each other for their ability to predict the m6A modification

from the in vitro transcription data.
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1. Introduction

1 Introduction

1.1 Oxford Nanopore Technologies and modifications

The next-generation sequencing technology (NGS) from Oxford Nanopore Tech-

nologies (ONT) makes it possible to sequence desoxyribonucleic acid (DNA) or

ribonucleic acid (RNA) directly. In Oxford Nanopore Sequencing, the DNA or

RNA strand is pulled through a pore in a membrane. A voltage is applied to this

membrane, and a sensor in the pore measures the electric current. The measured

current in the pore changes characteristically depending on the bases passing the

sensor due to the molecular structure of the DNA and RNA bases, which can be seen

in Figure 1. This opens up new opportunities to detect and predict base modifica-

tions, as modified bases have a different molecular structure. Therefore, they show

a shift in the measured current compared to their unmodified variant, which could

look like the signal in Figure 2. The measured current is an electrical signal, also

called the nanopore signal. A measured current represents a characteristic signal for

five nucleotides, as five bases pass the pores sensor, called a 5-mer or event.

The nanopore
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Figure 1: The DNA/RNA is pulled through the pore with the help of the motor protein. A
current is applied to the membrane. The bases in the pore disrupt the electric
flow, and the sensor measures this disruption. This will result in the characteristic
nanopore signal.

The change of the signal between an unmodified 5-mer and a modified 5-mer can
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1. Introduction

be used to detect modified DNA or RNA [8, 17, 21, 29, 31, 32]. Detecting base mod-

ifications is essential, as it can help understand diseases and develop new drugs

against lethal diseases, such as cancer. RNA base modifications regulate many

post-transcriptional gene expression steps such as degradation, translation, splic-

ing, localization, and primary microRNA processing [2, 3, 7, 25, 27, 38, 42, 43]. They

influence the cellular processes, cancer risk, and the cell fate [30,37,44] and play a sig-

nificant role in the early development of humans [5,9,27,39,41,44,45]. A few of these

modifications are N6-methyladenosine (m6A), N1-methyladenosine (m1A), N6,2’O-

dimethyladenosine (m6Am), inosine (I), 5-methylcytidine (m5C), 5-hydroxymethyl-

cytidine (hm5C) and pseudouridine (Ψ), but much more are known today [15,27].

The signal shift
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Figure 2: The black line represents a theoretical signal of unmodified bases, while the red part
represents a theoretical possible signal shift, created by the m6A modification.

1.2 Existing methods

There are already some approaches and studies to detect DNA modifications using

the signal from ONT sequencing [8, 17, 21, 29, 31, 32]. However, also other methods

to map specific RNA modifications exist already. For m6A and m6Am a method

called cross-linking-immunoprecipitation (CLIP) can be used to map these modifi-

cations transcriptome wide [19]. CLIP uses antibodies that bind to m6A sites [19].
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1. Introduction

Using ultraviolet light-induced antibody-RNA cross-linking and reverse transcrip-

tion, specific mutation signatures are induced [19]. Another method is DART-seq,

which is an antibody-free method to detect the m6A modification [24]. It induces

cytosine (C) to uracil (U) deamination at Cs adjacent to m6A bases, which can be

identified using RNA-seq [24].

However, tools to detect and predict RNA modifications within the nanopore signal

are still rare. Existing RNA modification prediction tools use read aggregated in-

formation such as error rates [20], or Gaussian mixture models on signal aggregated

information such as the normalized mean or standard deviation of the nanopore

signal [27].

The m6A is often found in specific motifs, to which methyltransferase complexes can

bind [6,18,46]. One reported motif is the “DRACH“ motif, which methyltransferases

can recognize, and demethylases [22].

In the project work [33], I tried to predict the m6A modification from a nanopore

signal, using a deep neural network (DNN) with signal aggregated features like

mean, standard deviation, median, median-absolute-deviation, skew, and kurtosis

[33]. These features were extracted from different signal types, such as the raw sensor

value, the unnormalized pico ampere (pA) value, and the normalized pA value [33].

In this master thesis, I aim to look much deeper into the raw nanopore signal to

understand what happens with the signal when an unmodified 5-mer passes the

pore compared to a modified 5-mer with the same bases. Furthermore, I use a DNN

which takes the nanopore signal representing an odd number of bases, where the

middle base represented by the signal is either modified or unmodified, as input. If

the sequence is modified, m6A is the middle base. If the sequence is unmodified, A

is the middle base. The network is then trained to predict the modification status

of the sequence.

11



1. Introduction

1.3 Deep neural networks

DNNs are a subset of the machine learning area. Neurons and the human brain

inspire their construction and functionality. Artificial neural networks are built

from layers of artificial neurons. These artificial neurons model the brain’s neurons

and take one or more values, typically from other neurons, as input. The input

values are combined and processed by the neuron using weights, which can be seen

in Figure 3. These weights are adjusted while training the network. The neuron’s

output is given to other neurons as input or is interpreted as the output of the whole

network.

The neuron model

x0

x1

x2

xN

wi,0

wi,1

wi,2

wi,N

oi

Figure 3: This picture shows a simple neuron model. Every neuron i gets the input val-
ues x0, x1, x2, . . . , xN over all inputs N + 1 and sums them up using the weights
wi,0,wi,1,wi,2, . . . ,wi,N together with a bias term ϑi. The sum ni is given to an ac-
tivation function, here shown as a sigmoid function. The output oi = activation(ni)
is given to other neurons to process or handled as an output of the whole model.

Neurons are stacked together to form layers. Layers are divided into three different

types. The first one is the input layer, shown in red in Figure 4. Neurons in this

layer receive their input from the model’s input samples, also called features. The

output of the input layer can be sent to a hidden layer, which is shown in blue in

Figure 4. One or more hidden layers can appear in a neural network. In this layer

type, neurons receive information from other neurons by the previous layer. The

information or input is processed as shown in Fig 3 and given to neurons of the

next layer. The last layer type is the output layer, shown in green in Figure 4. This

12



1. Introduction

layer’s neurons act like neurons of the hidden layers, but their output is not sent to

other neurons. Their output is interpreted as the output of the whole neural net-

work, which can be of different forms like a binary classification, a multiple-choice

classification, a numeric prediction, and others.

In training, the network learns to yield the correct output. Training is an opti-

mization task on the neuronal weights of the network, typically performed using

gradient descent with automatic differentiation [4]. In the case of neural networks,

this automatic differentiation is called backpropagation [12]. This algorithm per-

forms a gradient descent of the whole network, in which the weights of all neurons

are updated with a learning rate to get closer to the correct output for one or more

inputs. This is accomplished with a gradient or loss of the output layer neurons,

which is determined using a distance or error metric in the form of a loss function.

The gradients of previous neurons that contribute to the current neuron’s output

and, therefore, the resulting gradient are calculated recursively. This is repeated for

every neuron’s gradient from the output to the network’s input layer, hence back-

propagated through the network. The gradient of the neurons originates from the

derivative of the respective activation function. The learning rate is a scale for the

weight adjustment and is used to prevent over-fitting. The update or backpropaga-

tion is executed for every batch the neural network sees.

13



1. Introduction

Deep neural networks

Input Layer Hidden Layers Output Layer

Figure 4: A neural network is built from neuron layers. There are three different types of
layers. The first one, shown in red, is called the input layer. After the input layer,
zero or more hidden layers, here shown in blue, can be stacked after another. The
last layer is called the output layer, shown in green.

1.4 Data collection

One major issue with training a neural network to call methylation is the data

collection. In the best case, I have in vivo datasets with a perfect ground-truth to

train the neural networks and validate their predictions. Such an in vivo dataset with

a good ground-truth validation is lacking. That is why I use an in vitro transcription

(IVT) dataset by Novoa et al. (EpiNano) [20] for training and an IVT dataset of

Marz et al. (Modbuster) [33] to validate the models. This way, I can check if the

model can transfer the learned aspects from one in vitro dataset to another. Within

these datasets, reads are either fully methylated with m6A or not methylated at all.

In vivo a read is not fully methylated, not even fully modified. However, this way,

much data can be provided to train models to predict a modification, and it can be

tested whether a modification can be predicted from the signal.

14



2. Materials

2 Materials

Table 1: Conda was used to build enviroments with the necessary packages for the Python

scripts. Taiyaki and Nanopolish are segmentation and resquiggling tools. Numpy

and PyTorch are used within the Python scripts to analyze and process the data.

Tool Version

PyTorch [26] 1.9.0

Python [35] 3.8.10

Conda [1] 4.10.3

Numpy [11] 1.21.0

Taiyaki 5.0.0

Nanopolish 0.13.2

I constructed multiple DNN models for the m6A prediction to handle different

datasets and compare them by their accuracy. As mentioned in the introduction,

the IVT EpiNano dataset [20] is used to train these models and the IVT Modbuster

dataset for validation. The EpiNano dataset [20] was sequenced using the ONT plat-

form GridION, and the Modbuster dataset was sequenced using the MinION Mk1B.

Both datasets contain synthesized RNA reads that are either fully m6A methylated

or not methylated at all.

2.1 Resquiggler and segmentation

The first step to prepare the datasets for a neural network is to resquiggle the

nanopore signal of every read with the help of a reference sequence to correct the

basecalls. Resquiggling means that the nanopore signal and its basecalls are mapped

to a reference sequence to correct basecalling errors and adjust the base signal seg-

mentation. Reads, whose nanopore signal could not or only partly be mapped to the

reference sequence, are not or only in parts included in the tool’s output. Further-

more, the signal base segmentation is adjusted. If the signal base segmentation is

incorrect, signal values from one base can protrude into the surrounding base signals.

15



2. Materials

This could lead to a more challenging prediction problem if the signal boundaries

are not clear.

Table 2: The datasets were preprocessed by S. Krautwurst with the mentioned resquiggling
tools Taiyaki and Nanopolish. The output of these tools is processed so that
every base in a sample has the same signal length. After that, the datasets get
balanced, resulting in the same amount of modified (m6A) and unmodified (can)
samples within the datasets. Due to the exclution parts or whole reads in the output
of Taiyaki and Nanopolish, the number of samples for the same input data differs.

Datasets Resquiggler m6A can

Novoa et. al. (EpiNano) [20] Taiyaki 3’302’753 3’302’753

Marz et. al. (Modbuster) Taiyaki 881’010 881’010

Novoa et. al. (EpiNano) [20] Nanopolish eventalign 2’444’399 2’444’399

Marz et. al. (Modbuster) Nanopolish eventalign 697’038 697’038

ONT Taiyaki1 and Nanopolish eventalign2 are both available on GitHub.

2.1.1 Taiyaki

Taiyaki is a tool to prepare training datasets for basecalling ONT reads. The output

of Taiyaki contains reads that could be mapped to the given reference together with

a segmentation of the base signals, normalization, and transformation parameters.

To calculate the pico ampere (pA) current from the raw signal values, called Dacs

in Taiyaki, the parameters offset, range, and digitization are used. The Taiyaki

GitHub page provides the equation

current = (Dacs + offset) · range

digitization

for this transformation. It is possible to normalize this current per read with the

provided shift and scale values per read by Taiyaki.

norm current =
current− read shift

read scale

1https://www.github.com/nanoporetech/taiyaki
2https://www.github.com/jts/nanopolish
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These three different types of nanopore signals can be used as the input for the DNN

model. Taiyakis segmentation contains signals with lengths being a multiple of ten,

with the smallest being ten. This resolution is a hardcoded parameter of Taiyaki,

which is unfavorable because the original base signals have different lengths that are

not just multiples of ten.

2.1.2 Nanopolish eventalign

Nanopolish is a software package to analyze the signal of ONT sequencing data.

The tool uses a signal distribution model for each possible 5-mer at the pores

sensor. These 1024 signal models contain a mean pA and a standard deviation.

With the help of these distributions, the tool Nanopolish eventalign provides an-

other segmentation than Taiyaki. Some read parts or 5-mer events of Nanopolish

eventalign cannot be assigned to a model, which can be seen in the output file of

the tool. Furthermore, the tool provides multiple non-overlapping segments for a

single 5-mer event. These segments get concatenated. A chunk of five base signal

segments is used as a sample, if

1. no 5-mer event is missing for the chunk,

2. the middle base of the chunk is the canonical or modified version of the base

of interest (A).

If some segments provided by Nanopolish eventalign could not be assigned to a

5-mer event, hence its distribution model, then these segments are marked within

the output file. These segments get discarded if they appear at the start or end

of an event. For those, it is unclear to which 5-mer event they belong. Segments

within one 5-mer event that are not assigned are used, as the signal could contain

some spikes or outliers that the tool might not assign to the model distribution.

17



2. Materials

2.2 Model input format

The idea is to construct samples, called chunks, out of the nanopore signal for the

model input. To do this, I choose a chunk size of five nucleotides. As already

mentioned, five bases are measured at the sensor in the pore at the same time. This

means that a modified base influences the signal of four bases up and downstream

of itself, which can result in a signal shift as shown in Figure 2. The maximum

impact could be achieved by using a chunk size of nine bases. However, this could

be unfavorable, as the model might learn the sequence context or motifs instead

of using the base signal to predict the methylation status. Another way would

be to only take the signal of the modified base, hence a chunk of size one. In

this case, much helpful information from the surrounding base signals would be

discarded. A chunk size of five also matches the way the datasets were initially

constructed. The EpiNano dataset contains synthetic sequences that comprised

all possible 5-mers (with a median occurrence of 10) while minimizing the RNA

secondary structure [20]. A read in the dataset is either fully m6A methylated or

not methylated at all. The Modbuster dataset was constructed similarly. Here every

fifth base is an adenine (A) or m6A, and every possible 5-mer with an A or m6A

in the middle appears within the dataset of the modified and unmodified reads.

Nevertheless, the order of 5-mers is not random in the Modbuster dataset. Not

every possible 9-mer with an A in the middle is present, which means that in the

fully methylated reads, every base signal representing a C, G, or U is influenced by

two m6A methylations, which might not appear very often in vivo. That is why I

used the EpiNano dataset for training and the Modbuster dataset for validation.

Each base in a chunk or sample contains multiple features. The most prominent

feature is the base signal, Figure 5. This signal must be of the same size in every

base for every sample. In section 3.1, I explain how to accomplish this. The size

of this base signal will be called signal size, which describes how many signal data

points are used for every base in a sample. Additional features per base are the

reference bases, which get one-hot-encoded:

• A or m6A → [1, 0, 0, 0],

18
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• C → [0, 1, 0, 0],

• G → [0, 0, 1, 0],

• U → [0, 0, 0, 1]

and the original base signal length extracted from the segmentation provided by the

tools Taiyaki or Nanopolish eventalign. The one-hot-encoding is a simple vector

encoding or representation for the bases.

Additionally, the signal can be processed in three different ways. As later shown in

section 2.1.1 I can provide the signal as:

• The raw sensor value describes the direct sensor value of the nanopore without

any transformation or normalization.

• The unnormalized pA value is the transformed raw value. With the help

of some parameters described in section 2.1.1, the raw sensor value can be

transformed into the pA unit.

• The read normalized pA value is also described in section 2.1.1. The pA values

are normalized using the whole read signal shift and scale values.

Usually, the normalization is useful to eliminate biases that could result from differ-

ent pores or different sequencing timepoints. But in this case, the raw sensor values

work best for the models when using IVT data. The read normalization kind of

wipes the signal shift of the modification within the fully methylated reads, as the

amount of modifications shifts the whole read signal mean. In those reads, the signal

mean and variance are heavily influenced by the modifications, which would in vivo

not be the case. In vivo reads are not fully methylated, not even fully modified.

Using the read mean and variance to normalize the read signal might reduce or even

remove the signal shift of the modified bases.

19



2. Materials

From signal to input

2. Interpolated base signals
to the same signal length

1. Take chunk with an A or m6A in the middle

3. Build input vectors

0

ra
w

 s
e
n
so

r 
v
a
lu

e

Time

G G A C U

x0

x1

xn

x0

x1 xn

length

x0
x1
x2

xn

...

0
0

1
0

length

x0
x1
x2

xn

...

0
0

1
0

length

x0
x1
x2

xn

...

0
1

0
0

length

x0
x1
x2

xn

...

1
0

0
0

length

x0
x1
x2

xn

...

0
0

0
1

Time
0

C A G U AG G C U UA A ACA
ra

w
 s

e
n
so

r 
v
a
lu

e

Figure 5: Samples for the network are extracted from the nanopore signal. The base signals are
interpolated to the same signal size and are used as an input feature (x1, x2, . . . , xn),
while the original signal length is stored as a separated feature. The reference bases
are embedded with an one-hot-encoding.
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2.3 HDF5 format

The Hierarchical Data Format version 5 (HDF5) provides a data structure to store

big, complex, and heterogeneous data to train models [16]. It is an open-source file

format and uses a directory-like structure to store and access the data. HDF5 also

allows metadata storage to add descriptive information about single entries, data

subsets, or the whole dataset. Taiyakis output is provided in HDF5. The datasets

that I prepared for the models are also in HDF5 and fit the design provided by

the script generic dataset.py, described later in section 3.2 and can be reviewed

in the section 6. Each group in the datasets for the models contains 1000 sam-

ples. Grouping multiple samples together increases the writing and reading speed

compared to storing them in a single group, which reduces the training time of the

models.

The HDF5 data structure

HDF5

group 0

metadata
* dataset 0

. 
. 

.

* dataset n

group n
* dataset 0

. 
. 

.

* dataset n
metadata

metadata

. 
. 

.

metadata

metadata

metadata

metadata

Figure 6: This picture shows a sketch of how an HDF5 file is built up. The format can organize
datasets within different groups if necessary. Everything in the HDF5 format can
have metadata information. HDF5 supports multiple different data types and data
slicing. Data slicing enables efficient work with large datasets and prevents that the
entire dataset is loaded into the memory.
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3 Methods

3.1 Signal interpolation

The base signals can have different lengths. However, the model always takes a

chunk with a given number of bases, in my case, five. As the number of input values

is fixed, I implemented a simple linear interpolation (algorithm 1) to resize the base

signals to a given length. Different signal lengths for the Taiyaki prepared data

were tested: 10, 20, and 30. It seems that the longer the signal length, the better

the performance of the model. Therefore, I only used the signal length 30 for the

datasets prepared with Nanopolish eventalign. Because of time constraints, I

could not yet try out other signal lengths. I will present models trained on datasets

with signal length 30 in my results section 4.

The algorithm 1, which is used to interpolate a given signal, applies one of the

following operations. It can shrink a long signal or can inflate a short signal to a

given signal length. To accomplish this, the ratio calculated from the size of the

given input signal is used, which is the number of data points, and the desired signal

length for the model input. This ratio is calculated so that the input signal’s first

and last value is used as the first and last value of the output signal, which I will call

inter signal. The ratio is used as an increment to step through the input signal. If the

current step position is not an integer, then the value for the inter signal is calculated

by using the index-wise bordering data points from the input signal. These values

are weighted with the distance of the step position to the data points. Using these

weights, I linearly interpolate the desired data point like a weighted mean. This

works because the sum of the weights, hence the distances to the bordering data

points, is one. The bordering data points have the indices bstep positionc and

dstep positione in the signal array. Figure 7 and 8 illustrate how the algorithm 1

works. If the current step position is an integer, then the value from my input

signal is taken. Another approach to get the same linear interpolation would be to

calculate the slope of the bordering data points together with the distance of the

step position to get the new data point.
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Algorithm 1: Linear interpolation (pythonlike pseudocode)

1 import numpy as np

2 input : array s i gna l , i n t s i g n a l l e n g t h

3 output : array i n t e r s i g n a l

4 begin

5 i n t e r s i g n a l ← np . z e ro s ( s i g n a l l e n g t h )

6 r a t i o ← len(signal)−1
size−1

7 r a t i o po s , s i g n a l p o s ← 0 , 0

8

9 while s i g n a l p o s < l en ( i n t e r s i g n a l ) :

10

11 # case : r a t i o p o s i s an i n t e g e r : take t h i s va lue

12 i f r a t i o p o s % 1 == 0 :

13 i n t e r s i g n a l [ s i g n a l p o s ] ← s i g n a l [ i n t ( r a t i o p o s ) ]

14

15 # cont inuous ly i n t e r p o l a t e at the miss ing p o s i t i o n s

16 else :

17 # ca l c u l a t e bot and top border value p o s i t i o n s

18 bot ← i n t (np . f l o o r ( r a t i o p o s ) )

19 top ← i n t (np . c e i l ( r a t i o p o s ) )

20

21 # in t e r p o l a t e with border ing va lue s

22 # weights are the inve r t ed d i s t an c e s

23 i n t e r s i g n a l [ s i g n a l p o s ] ← s i g n a l [ bot ] ∗ ( top − r a t i o p o s )

24 + s i g n a l [ top ] ∗ ( r a t i o p o s − bot )

25

26 s i g n a l p o s ← s i g n a l p o s + 1

27 r a t i o p o s ← r a t i o p o s + r a t i o

28

29 end

30 return i n t e r s i g n a l

31 end
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Linear interpolation: signal inflation

1.0 7.0 10.0 2.5 7.0 11.5 4.0

1.0 5.0 8.0 10.0 5.0 4.0 7.0 10.0 9.0 4.0

Figure 7: I used Algorithm 1 on the array written in black above the graph of size 7 to inflate
it to the array in red below the graph of size 10.

Linear interpolation: signal shrinking

1.0 4.0 5.5 5.0 9.5 6.5 4.0 8.5 4.5 5.0

1.0 6.0 1.5 6.0 4.5 6.0 10.5 3.0 4.5 9.0 4.57.5 4.5 5.0

Figure 8: I used Algorithm 1 on the array written in black above the graph of size 14 to shrink
it to the array in red below the graph of size 10.
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3.2 Python scripts

Python scripts are used to learn more about the data and to preprocess the data for

the neural networks. These scripts can be found on the USB device in the attachment

section 6. The scripts prepare dataset.py, train model.py, generic dataset.py

and test model.py were provided by S. Krautwurst and then further edited and

changed by myself. Essential scripts are presented and shortly described below:

• taiyaki prepare.py

is used to prepare the input samples from the read signals in the Taiyaki

output file. This script builds chunks of a given size with a given base (A) in

the middle. It extracts the corresponding base signals of this chunk. Taiyakis

segmentation resolution is bound to multiple of ten: 10, 20, 30, . . . . There are

no segments of other lengths.

• nanopolish prepare.py

is used to prepare the input samples from the Nanopolish eventalign output

file. The Nanopolish eventalign tool heavily over-segments the nanopore

signal of read parts that the tool could map to a given reference sequence.

The script searches for chunks of a given size and base (A) in the middle of

the chunk. While doing this, over-segmented events are concatenated together,

and a chunk is formed out of them if a given number (five) of consecutive events

are found. To keep it simple, the script currently uses the Taiyaki output to

extract the raw nanopore signal instead of searching multiple Fast5 files for

the signal. The Nanopolish eventalign output file itself does not provide

the nanopore signal, only aggregated features like mean or standard deviation,

among the signal segmentation.

• balance dataset.py

takes a built dataset from prepare dataset.py or nanopolish prepare.py

and balances them. After balancing the datasets contain the same amount of

samples per provided class (0 = unmodified, 1 = modified). All samples of the

minor class are included. The same amount of samples from the major class

are randomly drawn. The classes are sorted within the balanced dataset.
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• generic dataset.py

was designed to provide a general data structure for the training and evaluated

datasets. The script is used to load and handle the HDF5 files in multipro-

cessing and create the samples directly on the desired device.

• train model.py

is used to train the neural networks with different hyperparameters.

– One is the batch size, which is the number of samples for which the loss is

calculated before the model’s weights are adjusted via backpropagation.

This mainly affects how fast the model is trained, as backpropagation is

very time-consuming. It can prevent over-fitting, as the model sees many

different random samples at once. For all models that will be presented

later, I used a batch size of 16.

– The learning rate is a scalar for the weight adjustment in backpropaga-

tion. The default learning rate is 0.0001.

– Another parameter is the number of training epochs, which is at least 80.

In some models, the number of epoch goes up to 200 to see if the model

can still learn and improve by training for more epochs.

– The number of transformer encoder layers within the transformer part of

the models can be changed as well. The default here is two.

– The last much-used parameter is the number of workers. This parameter

determines how many subprocesses are used by the dataloader module

of PyTorch in the training loop. These subprocesses preload the sample

batches in parallel in the background to increase the training speed. They

are prepared on the given device (CPU or GPU), where the model should

be trained to reduce data traffic. The default device is the GPU (cuda:0).

• test model.py

is the script to evaluate trained models with a given dataset. It is structured

similarly to train model.py without the training part.
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• model.py

contains different model classes. These classes define the model’s architecture.

There is currently a superclass for every model that contains the methods for

the sample preparation to build the training and evaluation datasets. This

includes signal interpolation.

• plot signals.py

plots the nanopore signals from a given prepared dataset for all found motifs

of a given size. A subset of 200 signals is plotted to represent every motif

found in the dataset and to keep the plots clear and not overloaded. This

script was used to examine the data and learn more about the nanopore signal

and the shift resulting from the m6A modification. It also helped to show the

importance of signal segmentation.

• plot curves.py

plots the precision-recall and receiver operating characteristic (ROC) curves

seen in section 4 from the classification data of up to eight models.

3.3 Model architecture

The models are built using the transformer encoder and linear layers from PyTorch.

First, the input samples are split. One part is the interpolated base signals, and the

other part is the additional features like original signal length and reference bases

one-hot encoded. The base signals are sent to the transformer encoder, whose output

will be concatenated with the additional features to be processed by the linear layers.

Finally, a linear layer reduces the input to one value. After that, a sigmoid function

transforms the value from an interval of [−∞,∞] to an interval of [0, 1]. This output

value represents the methylation status prediction of the input sample with the A in

the middle. An activation function and a layer normalization separate every linear

layer, and the transformer encoder also uses an activation function. The models use

the rectified linear unit (ReLU) and leaky rectified linear unit (LReLU) activation

functions. The details are described and can be seen in following figures 10 - 12.
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Activation functions

0

0

1 2 3-1-2-3
-1

1

2

3
RELU
LRELU
GELU

Figure 9: The black graph shows the standard ReLU activation function. This function is
constant 0 from x ∈ [−∞, 0) and x for x ∈ [0,∞]. Simply put ReLU = max(0, x).
LReLU, here in orange, is different, the negative part is multiplied with a slope,
so it is not constant 0. PyTorch provides the formula LReLU = max(0, x) +
negative slope ∗ min(0, x). The LReLU in the models has the default value for the
negative slope, which is 0.01. The gaussian error linear unit (GELU) function shown
in blue is another possible default activation function integrated in PyTorch.

3.3.1 Transformer layer stacks

A transformer model uses the multi-head self-attention mechanism, instead of re-

currence or convolution, to solve the sequence transduction problem and learn long-

range dependencies within input sequences [10, 36]. Recurrent neural networks are

used in time series processing, but due to the recurrence and the vanishing gradient

problem, they have an increased learning time [13]. The vanishing gradient problem

describes that the gradient to update the weight of a neuron will be vanishingly small

in some cases, which also depends on the derivatives of the activation functions. The

more weight adjustments a network executes, the higher the chance is that this prob-

lem occurs. The transformer model reduces this problem while keeping the ability
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to solve the sequence transduction problem with the help of the self-attention mech-

anism instead of recurrence. Using this mechanism, the transformer architecture is

more parallelizable than recurrent neural networks and requires less training time.

The multi-head self-attention mechanism of the transformer model is built out of

multiple attention units also called attention heads. An attention unit learns weights

for each input value with the help of a scaled dot-product. These weights are divided

into the categories query (Q), key (K), and value (V) and stored as matrices. Each

input sample is multiplied with each matrix. The attention of an input sample is

calculated with:

Attention(Q,K,V ) = softmax

(
QKT

√
dK

)
V [36]

Using two matrices Q and K as QKT allows the attention to be non-symmetric. So, if

value i attends to value j, it does not necessarily mean that value j attends to value i.

dK is the dimensionality of the key matrix, and
√

dK stabilizes the gradients during

training. The softmax function normalizes the weights. The attention describes

which input values attend other input values. Multi-head attention describes that

multiple attention units are calculated in parallel for a given input sample. These

attention calculations are combined to produce an overall attention score for an

input sample [36].
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Transformer encoder architecture
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Figure 10: A shows the transformer encoder architecture as introduced by Polosukhin et
al. [36] in ”Attention is all you need”.
B describes how multiple a transformer encoder stack is illustraded for the models
architecture in Figure 12.

The transformer encoders in my models take the interpolated nanopore signal of

a given signal length as input. They use b signal size
2
c heads for the multi-head self-

attention mechanism and process this signal using a given number of encoder layers,

the ReLU activation function, and the layer normalization. Additionally, the feed-

forward linear layers of the transformer encoder have a dropout of zero and a size

of 256 neurons. A dropout can help prevent the over-fitting of the model to data.

The output of this part of the model has the same size as the input signal.
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3.3.2 Linear layer stacks

The linear layers of the model have an input and output size of (signal size +

add feats)× chunk size, which represents the size of all features for every base con-

catenated together. In this case, the input contains the transformer output plus

the additional features of the sample as shown in Figure 12. Add feats defines the

number of features apart from the signal: the original signal length before the in-

terpolation and the reference bases one-hot-encoded. Within the linear stack, the

LReLU function and the layer normalization is used as shown in Figure 11. The

used LReLU is an adapted ReLU that has a negative slope of 0.01. This was done

to prevent the neurons from dying while training the model, as they might when

using the ReLU function. A neuron that uses the ReLU activation function might

end up stuck in the negative part of the function. Here the function always returns

zero. The gradient in the negative area is also zero, which means that the gradient

descent learning does not alter the weights anymore. The neuron is now stuck and

can not recover. Therefore, the LReLU function uses a negative slope greater than

zero so that the gradient is not zero and the neuron’s weights can still be adjusted.

Linear layer architecture
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Figure 11: The linear layers are stacked after each other. These linear stacks are built together
with the LReLU activation function and the layer normalization. The number of
stacked layers differs slightly between the models trained. The exact hyperpa-
rameters can be seen in table 3. How the linear stacks are used in the model’s
architecture is shown in Figure 12.
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3.3.3 The network structure

Model architecture

Interpolated
Signal

Signal Length

RefbasesIn
p
u
t 

S
am

p
le

Li
n
ea

r

Tr
an

sf
or

m
er

 E
n
co

d
er

Li
n
ea

r

M
et

h
yl

at
io

n
S
ta

tu
s

Li
n
ea

r

Figure 12: As described before, the input sample is split by the interpolated signal and the
additional features. The transformer encoder layers process the interpolated base
signals. For the raw sensor signal, a linear layer stack is installed in front of
the transformer. These layers should preprocess the signal for the transformer
encoder, as they are not normalized and do not have small values around zero.
The assumption here is that the transformer model handles values near zero better.
The transformer encoder uses the default ReLU activation function. PyTorch only
allows to use the ReLU or GELU activation function. After the second linear layer
stack, a single linear layer reduces the input to a single value. A sigmoid function
converts this value to an interval of [0, 1]. The output represents the methylation
status for the input chunk. 0 means the middle base of the chunk is an unmodified
A. 1 means it is m6A methylated.

Every model follows the architecture shown in Figure 12. Some of the models are

shown in the following tables. All models were trained using the EpiNano datasets

and validated on the Modbuster datasets, table 2. For the training, I used PyTorch’s

binary cross-entropy with default settings. It is a loss function to calculate the loss

between the methylation labels (0 or 1) and the model’s outputs, which is the

predicted methylation status prediction for a sample. The loss function is a metric

and calculates a distance or error score [23]. This score penalizes the prediction

based on the difference from the prediction to the label.
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Table 3: These tables show the models (A) and the corresponding hyperparameters used while
training them (B).
A is a list of all numbers of different layers used in the architecture in Figure 12.
B contains the models I will present and compare in this thesis. Every model gets an
ID to map the corresponding evaluation results in other tables. norm = normalized
signal, unorm = unnormalized signal, raw = raw sensor signal

A

Model
architecture

Number of
linear layers

before transformer

Number of
transformer

encoders

Number of
linear layers

after transformer

transformer slim 0 2 2

trans slim raw 1 2 2

trans big raw 2 5 3

B

ID
Model

architecture
EpiNano

trainingset
Chunk

size
Signal
size

Signal
type

Number
of epochs

0 transformer slim Nanopolish 5 30 norm 80

1 transformer slim Taiyaki 5 30 norm 80

2 transformer slim Nanopolish 5 30 unorm 80

3 transformer slim Taiyaki 5 30 unorm 80

4 trans slim raw Nanopolish 5 30 raw 200

5 trans slim raw Taiyaki 5 30 raw 200

6 trans big raw Nanopolish 5 30 raw 200

The models that use the norm and unorm signal type were trained 80 epochs. The

models trained on the raw signal type perform better than the norm and unorm

counterparts on the Modbuster evaluationset, table 4. Therefore, I focused on the

raw signal type and tried to increase the model’s performances with other architec-

tures or more extended training periods, as seen in Figure 12 and table 3. In section

4 table 4, I compare the accuracies of the models after 80 epochs. Later, I compare

the models with the best accuracy, regardless of the number of epochs used while

training.
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3.3.4 Training strategy

The models get trained using the EpiNano datasets. These sets in table 2 are

prepared so that the amount of samples for both classes in a set is the same. While

training, the Dataloader from PyTorch draws these samples without replacement

randomly and prepares them in a batch for training. The model gets trained with

a batch of training samples. It predicts the methylation status of every sample in

the batch. The loss of this batch is calculated to perform backpropagation. The

mean binary cross-entropy function (BCELoss) of PyTorch calculated the loss for

every batch. The ground-truth is the binary label of the samples in the batch

representing unmodified or m6A methylated. Using this loss, the model’s weights

can be adjusted via backpropagation and a learning rate. The model learns to

predict the methylation status from the signal and additional features. Every model

gets trained using a learning rate of 0.0001. The trainingset gets split into the actual

set for training (80% of the samples) and a testset (20% of the samples) to monitor

the training results. The model never sees the samples of this test split, but they

originate from the same data as the training samples. With the help of the test

split, it can be observed if my model learns to predict the methylation status and

if it starts to over-fit on the training split. In the latter case, the performance on

the testset would be low or decrease, while the performance on the training split

would increase. In the first case, the performance on the testset would increase too.

Performance describes the accuracy and the loss of the model for a given input.
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3.4 Sample processing

As described earlier, the models see the samples in a batch, meaning multiple sam-

ples are used to calculate a loss before adjusting the neuron’s weights. These input

samples are chunks of size five whose features are processed differently by the mod-

els. First, the interpolated signal is split from the additional features within the

chunk, as seen in Figure 12. The interpolated base signals are passed to the trans-

former encoders, which are vectors with the same length of the given signal length.

The output of the transformer encoders is then concatenated with the additional

features of the input sample. Currently, additional features are the length of the

original base signal and the reference base as an one-hot-encoding. The concate-

nated features are the input of the linear layers of the model. These layers process

the output of the transformer part and the additional features together. To calculate

the model’s prediction loss, every sample is labeled with a 0 (unmodified) or 1 (m6A

methylated).
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4 Results

In the following sections, I want to present visualizations of the data that I used to

train and evaluate my models. This will provide a deeper look into the segmentation

of Nanopolish and Taiyaki, the base signals, and the shift of the signal caused by

the modification. Furthermore, I will evaluate the performance of my models to

predict the m6A methylation on the Modbuster IVT datasets. I used a ROC curve

and precision-recall curve to compare the models.

4.1 The segmentation is the foundation

The plot signals.py script is used to analyze the segmentation and samples of

the prepared datasets. This script takes a prepared dataset as the input and cre-

ates base signal plots for all found motifs. The datasets contain samples of motifs

with an A as the central base, and the base signal lengths are interpolated to a size

of 30 data points. The following plots show these 30 data points from the motif

GGACT (T = U in RNA) over a subset of 200 samples per class. The GGACT

motif shows a relatively good separation between the unmodified and modified sig-

nal compared to other motifs. Additionally, a signal distribution for each base is

shown on the right-hand side of the segments. A histogram can be seen on the

x-axis of these plots. This histogram shows a relative distribution of the original

signal lengths of the plotted subset. Each bar of the histogram covers a range of

lengths. The y-axis left shows the value of the data points, while the y-axis on

the right shows the height of the histogram. In the case of the unnormalized sig-

nal plots, a k-mer model from nanoporetech provides distributions for comparison.

These models can be found unter the name r9.4 180mv 70bps 5mer RNA under

github.com/nanoporetech/kmer models/tree/master/.
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The figures 13 - 15 show the three different signal types for the motif GGACT of the

prepared dataset from EpiNano using the Nanopolish segmentation. Two hundred

signals of both classes are plotted. These signal samples are drawn from the ran-

domized and balanced dataset. The raw and unnormalized signals separate more at

and around the modified base compared to the normalized variant. This can also be

seen in other motifs of the same dataset and the Modbuster dataset, The normalized

signal in Figure 13 shows nearly no separation between the unmodified or canonical

signal in blue and the modified m6A signal in red. The signal separates just slightly

at the second G, A, and T. The separation is much stronger when looking at the

unnormalized pA signal in Figure 14 and also appears at other bases in the motif.

Here the 400 are randomly picked samples separate in both G bases and the T at

the 3’ end. This is again much different from the raw signal in Figure 15. The

middle base A separates from the m6A variant, and the surrounding base signals

overlap much more. All three plots show a difference in the original signal length

at the second G and the A base. In the unmodified signal, the A signal is longer

than the m6A signal, as seen in the histogram. The second G shows the opposite

picture. Here the G of the unmodified signal is generally shorter than the G of the

modified motifs. This indicates that using the length of the base signals can be a

strong predictor for the methylation prediction.

In addition, the signal is relatively well segmented by the Nanopolish segmentation.

Some outliers, fluctuations, or spikes within the signals could make the prediction

very hard for these samples. Normalization can help with making the signal much

more concise, but the read normalization, as seen in these pictures with fully or un-

methylated reads, seems to destroy the signal shift caused by the m6A modification.

In the case of IVT data, this normalization does not seem to be useful, which might

also lead to lower performances of the models trained with the normalized signal

data, which can be seen in section 4.2.

40



4. Results
G

G
A

C
T

sq
u

ig
g
le

-
T
a
i
y
a
k
i

E
p

iN
a
n

o
ra

w

0
1
5
0

G
G

A
C

T
2
0
0

3
0
0

4
0
0

5
0
0

6
0
0

7
0
0

8
0
0

9
0
0

1
0
0
0

1
1
0
0

1
2
0
0

can

2
0
0
 sa

m
p
le

s, (1
7
2
6
4
)

0
1
5
0

G
G

A
C

T
2
0
0

3
0
0

4
0
0

5
0
0

6
0
0

7
0
0

8
0
0

9
0
0

1
0
0
0

1
1
0
0

1
2
0
0

mod

2
0
0
 sa

m
p
le

s, (1
6
9
4
2
)

0
1
5
0

G
G

A
C

T
2
0
0

3
0
0

4
0
0

5
0
0

6
0
0

7
0
0

8
0
0

9
0
0

1
0
0
0

1
1
0
0

1
2
0
0

both

4
0
0
 sa

m
p
le

s, (3
4
2
0
6
)

0 1
0
0

2
0
0

3
0
0

4
0
0

5
0
0

6
0
0

0 1
0
0

2
0
0

3
0
0

4
0
0

5
0
0

6
0
0

0 2
0
0

4
0
0

6
0
0

8
0
0

1
0
0
0

1
2
0
0

M
o
tif G

G
A
C
T: #

3
4
2
0
6
 - m

o
d
 1

6
9
4
2
 : ca

n
 1

7
2
6
4

T
h
e
 h

istro
g
ra

m
s b

e
lo

w
 th

e
 b

a
se

sq
u
ig

g
le

s sh
o
w

 th
e
 re

la
tive

 o
rig

in
a
l le

n
g
th

 d
istrib

u
tio

n
 o

f th
e
 sh

o
w

n
 b

a
sesq

u
ig

g
les.

T
h
e
 cu

rve
s rig

h
t o

f th
e
 b

a
se

s sh
o
w

 th
e
 sig

n
a
l d

istrib
u
tio

n
.

sig
n
a
l d

a
ta

p
o
in

ts

raw sensor value

F
ig

u
re

1
6

:
T

h
is

p
ictu

re
sh

ow
s

200
in

terp
olated

raw
sign

als
p

er
class

from
th

e
E

p
iN

an
o

d
ataset,

u
sin

g
th

e
T
a
i
y
a
k
i

segm
en

tation
of

th
e

5’
G

G
A

C
T

3’
m

otif.
T

h
e

u
n

m
o

d
ifi

ed
m

otifs
are

called
can

an
d

are
sh

ow
n

in
b

lu
e,

w
h

ile
th

e
m

6A
m

otifs
are

colored
red

an
d

called
m
o
d

.

41



4. Results
G

G
A

C
T

sq
u

ig
g
le

-
N
a
n
o
p
o
l
i
s
h

M
o
d

b
u

ste
r

ra
w

0
1
5
0

G
G

A
C

T
2
0
0

3
0
0

4
0
0

5
0
0

6
0
0

7
0
0

8
0
0

9
0
0

1
0
0
0

1
1
0
0

1
2
0
0

can

2
0
0
 sa

m
p
le

s, (6
1
6
6
)

0
1
5
0

G
G

A
C

T
2
0
0

3
0
0

4
0
0

5
0
0

6
0
0

7
0
0

8
0
0

9
0
0

1
0
0
0

1
1
0
0

1
2
0
0

mod

2
0
0
 sa

m
p
le

s, (7
0
4
4
)

0
1
5
0

G
G

A
C

T
2
0
0

3
0
0

4
0
0

5
0
0

6
0
0

7
0
0

8
0
0

9
0
0

1
0
0
0

1
1
0
0

1
2
0
0

both

4
0
0
 sa

m
p
le

s, (1
3
2
1
0
)

0 1
0
0

2
0
0

3
0
0

4
0
0

5
0
0

6
0
0

0 1
0
0

2
0
0

3
0
0

4
0
0

5
0
0

6
0
0

0 2
0
0

4
0
0

6
0
0

8
0
0

1
0
0
0

1
2
0
0

M
o
tif G

G
A
C
T: #

1
3
2
1
0
 - m

o
d
 7

0
4
4
 : ca

n
 6

1
6
6

T
h
e
 h

istro
g
ra

m
s b

e
lo

w
 th

e
 b

a
se

sq
u
ig

g
le

s sh
o
w

 th
e
 re

la
tive

 o
rig

in
a
l le

n
g
th

 d
istrib

u
tio

n
 o

f th
e
 sh

o
w

n
 b

a
sesq

u
ig

g
les.

T
h
e
 cu

rve
s rig

h
t o

f th
e
 b

a
se

s sh
o
w

 th
e
 sig

n
a
l d

istrib
u
tio

n
.

sig
n
a
l d

a
ta

p
o
in

ts

raw sensor value

F
ig

u
re

1
7

:
T

h
is

p
ictu

re
sh

ow
s

200
in

terp
olated

raw
sign

als
p

er
class

from
th

e
M

o
d

b
u

ster
d

ataset,
u

sin
g

th
e
N
a
n
o
p
o
l
i
s
h

segm
en

tation
of

th
e

5’
G

G
A

C
T

3’
m

otif.
T

h
e

u
n

m
o

d
ifi

ed
m

otifs
are

called
can

an
d

are
sh

ow
n

in
b

lu
e,

w
h

ile
th

e
m

6A
m

otifs
are

colored
red

an
d

called
m
o
d

.

42



4. Results

Figure 16 visualizes the segmented signal of the Taiyaki tool. Within all motifs of

the Taiyaki prepared datasets, the signal looks similar regarding the segmentation.

The signal segment of the second G in the motif is concise, as indicated by the

histogram in Figure 16 and the signal protrudes into the middle A base. Within A,

the signal drops to another level. This level is most likely the actual signal of the C

when comparing to the Nanopolish segmentation. Taiyaki seems to have significant

issues with the signal segmentation. One major problem with the segmentation is

the limited resolution with multiples of ten data points. The segmentation might

not be a big problem for the basecallers, as they take a big chunk of the signal and

do not take any segmentation into account. Big convolutional neural networks take

the big signal chunk as their input to call the base sequence. This way, they work

independently of the base segmentation. However, in my case, an optimal signal

segmentation that represents the 5-mer events of the bases is favorable and needed.

It enables a more detailed analysis of the signal and provides a better basis to build

chunks. The models are built to process chunks of bases.

Another issue of the data can be seen in picture 17. It shows the raw signal of

the GGACT motif in the Modbuster IVT dataset. The canonical and modified

signals seem to split up much more than in the EpiNano dataset. This is most

likely the result of the way the dataset was created. Every arrangement of five bases

with a single-A as the central base appears within reads in this dataset, with some

exceptions within adapter regions. Nevertheless, not every combination of these five

base sequences is present. Also, not every nine base sequence with just one A in

the middle exists in this dataset, as already mentioned before. A better way to

construct such an IVT dataset would be to use every combination and arrangement

of nine bases with a single-A at the central position. This prevents the outer base

signals of a five base long motif showing shifts caused by neighboring modified m6As.

Currently, the signals of the G, C, and T bases in Figure 17 are also influenced by the

previous and following m6A and therefore, the signals separate much more. In the

EpiNano dataset, not every fifth base is an A or m6A and not only single-A sequences

are present. When training on the EpiNano and evaluating the Modbuster dataset,

this must be taken into account. More shifts within the Modbuster samples could
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influence the prediction, as the model would not expect so many shifts because they

were not present in the trainingset. Either way, the performance of the models must

be interpreted carefully, mainly because the sample originates from IVT datasets

rather than in vivo datasets. Nevertheless, it is feasible to compare the performances

of the different models qualitatively and find out which data works best to transform

the knowledge from one dataset to the other.

4.2 Model performances

I used the test models.py script to check the accuracy of my models on the Mod-

buster IVT dataset. The models trained on the normalized and unnormalized

datasets were just trained for 80 epochs because previous projects [33] and the

results during this thesis show that the raw signal works better than the normalized

or unnormalized one. Also, the signal plots in the Figures 13 - 17 above show, that

within the raw signal the canonical and modified motifs separate much better and

the different datasets are somewhat comparable. This is why the raw signal type

models are trained for up to 200 epochs instead of 80 on the raw EpiNano datasets

and have slightly different model architecture. The following key figures provide a

measurement for the performance of the models:

1. accuracy = number of true predictions
number of all predictions

2. precision = number of true positive predictions
number of positive predictions

3. recall or true positive rate (TPR) = number of true positive predictions
number of all positive samples

4. false positive rate (FPR) = number of false positive predictions
number of all negative samples

After training, the model is checked for every tenth epoch from 80 to 200 for its

accuracy on the respective Modbuster IVT dataset. The accuracy of every model

after 80 epochs and the best performing model after every tenth epoch from epoch

80 to 200 can be seen in the following table.
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Table 4: This table shows the accuracy of models 0 to 6 on the respective Modbuster eval-
uationset. The accuracy increases when using more training epochs on the models
trained with the Nanopolish segmentation on the raw signal, as seen in models 4
and 6. The model trained on the raw signal with the Taiyaki segmentation shows a
much higher increase when trained longer than 80 epochs. A reason for this behavior
can be that Taiyaki has a systematic segmentation pattern in the case of m6A that
differs from a canonical A base, which the model learns to use when predicting the
methylation status.

Model ID
Modbuster

evaluation set
Acc. at epoch 80 Best acc. & epoch

0 Nanopolish & norm 0.629 0.629 & 80

1 Taiyaki & norm 0.662 0.662 & 80

2 Nanopolish & unorm 0.557 0.557 & 80

3 Taiyaki & unorm 0.610 0.610 & 80

4 Nanopolish & raw 0.705 0.708 & 190

5 Taiyaki & raw 0.687 0.729 & 190

6 Nanopolish & raw 0.692 0.694 & 110

4.2.1 High accuracy in training

The models with the best accuracy in the evaluation are compared in multiple key

figures. The following plots are generated with Tensorboard, which is a tool to

visualize and track metrics of neural networks [34]. They show the accuracy of the

models while training on the 20% testset (Figure 18) and the loss per sample (Figure

19) for every epoch they were trained. Tensorboard does not plot the last epoch

value in the graph.
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4.2.2 The models yield promising evaluation results

Precision-Recall curves
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Figure 20: The precision-recall curves show the tradeoff between precision and recall for dif-
ferent thresholds for binary classification. If the classification threshold starts near
one and decreases, then more samples are classified as positive by the model, thus
increasing the TPR or recall and decreasing the precision. The grey line marks the
performance of a random guesser.

Figure 20 compares the models shown in table 3 on the respective Modbuster

evaluationset regarding precision and recall. Models trained on a Taiyaki pre-

pared EpiNano dataset were also evaluated on a Taiyaki prepared Modbuster

dataset. The same applies to models trained and evaluated on a Nanopolish pre-

pared dataset. The models 4, 5, and 6 that were trained on the EpiNano raw signals
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separate from the rest and reach higher precision values than the other models.

After these three models, the model trained on the Taiyaki normalized signal per-

forms the best. Also, the best overall model was trained and tested on the Taiyaki

prepared raw signal. I suspect that the Taiyaki prepared signal presents some seg-

mentation pattern in a small number of samples that the model uses to reach better

prediction performances. One such pattern can be seen in Figure 16, where the red

m6A signal protrudes into the segmentation of the following C, which does not often

appear in the unmodified variant. These patterns might enable model 5 to reach

0.729% accuracy instead of just 0.708% as model 4 in table 4. Unexpectedly, model

5 can predict the methylation status better than other models with a bad signal

segmentation as if the segmentation does not matter that much. Alternatively, the

transformer model and the attention mechanism could filter out the necessary signal

parts regardless of the segmentation quality. Figure 21 supports the performance

on the respective Modbuster evaluationsets seen in the precision-recall plot. The

models have the same order of performance, this time regarding the TPR and FPR,

with models 4, 5, and 6 being the best. They have the highest area under the

ROC curve (AUC). The models trained on the unnormalized signal perform the

worst on the Modbuster evaluationset and also not very well on the 20% test split.

The trans slim architecture was used for these models, which does not include a

linear layer stack in front of the transformer part to preprocess the values. However,

the unnormalized signal values are like the raw signal values not spread around 0.

Hence, it would be favorable to include a better normalization or preprocessing by

linear layers to improve the performance here. They might perform better with a

more fitting architecture or another preprocessing because the unnormalized signal,

like the raw signal, shows a little bit of a separation, seen in Figure 14. In the

shown plot, the separation does not appear in the middle modified base. It appears

in the bases around it, which are also in the sphere of influence (five bases) of the

modification within the pore sensor.
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Receiver operating characteristic (ROC) curve
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Figure 21: The ROC curve plots the TPR vs. the FPR on different classification thresholds for
binary classification. If the classification threshold starts near one and decreases,
then more samples are classified as positive by the model, thus increasing the TPR
and FPR. Again, the grey line marks the performance of a random guesser.

Overall, models 4 and 5 perform much better than any other models of this work and

from my project work on this topic [33]. The result shows that using the actual signal

works better than aggregated features when using deep neural networks. The models

are reasonably capable of predicting m6A predictions in another IVT dataset on the

single-nucleotide resolution on a set containing all possible modified and unmodified

single-A 5-mer motifs with the A in the middle of the sequence.
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5 Discussion

This thesis demonstrates a new way to predict the RNA m6A methylation status

using the nanopore signal of RNA reads with the help of neural networks. The

prediction is feasible on in vitro transcription data, but it has yet to be tested on

in vivo data. It is essential to have a good signal preprocessing to increase the

performance for the m6A prediction, as different signal types like the raw sensor

signal, unnormalized pA, and normalized pA signal show different levels of signal

separation, also called shift, between the unmodified and m6A modified sequences.

There are still some issues with the data and many ideas to improve the prediction

that I want to discuss shortly. Future steps should also be to validate my models

on datasets of other groups to have results for multiple datasets. Additionally, I

could look at the results on individual motifs or groups of motifs. As mentioned

in the introduction, the “DRACH“ motif is targeted by methyltransferases and

demethylases and therefore of particular interest to current research. It would be of

advantage if the models can confidently predict the m6A methylation within these

motifs.

5.1 The data problem

One issue of the datasets is the way they are constructed. IVT data provides training

and test data to test if methylation prediction from the nanopore signal is possible.

However, the reads that are used to get the nanopore signal do not appear this way

in vivo. The datasets that I used in my project are either entirely- or unmethylated

at all adenines. In vivo a transcript is not methylated at all adenines. There are

different modifications within one read at different positions that might even appear

all the time. This means the results of the models must be interpreted carefully,

as the models can predict the methylation status on an IVT dataset. However, it

is unclear if it can do so on an in vivo dataset. This means that in future work,

a ground-truth in vivo dataset is necessary to see if the models can keep up their

performance.
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5.2 Preprocessing of the signal

Another point of improvement is the signal (pre-) processing. As seen in the signal

plots and already explained, the signal read normalization suggested by Taiyaki

could be unfavorable with many m6A methylations. In vivo many different mod-

ifications could appear within a single transcript. This means that another signal

normalization might be favorable. One such normalization could be to take the

mean and standard deviation of completely unmodified 5-mer events and use them

to normalize each base signal independently. That also requires perfect signal seg-

mentation. Nanopolish eventalign provides a reasonably good segmentation but

cannot segment every read or misses some parts of reads. Taiyaki should not be

used to get a signal segmentation in future work. Here, it could be of advantage to

search for other segmentation and resquiggling tools. Another future step could be

to create a new segmentation tool or refine the existing segmentation of, for example,

Nanopolish eventalign.

One major influence on my data is the interpolation method. Currently, I interpolate

linearly, which compresses the signal and reduces the variance. Another idea is

to change the implementation of the interpolation algorithm to choose between

different interpolation methods, for example, a sigmoidal interpolation between two

data points instead of linear interpolation. Another would be to use distribution

models to interpolate the signal. The interpolation method should keep most of the

original signal’s properties while changing the length or amount of data points to a

given number.

Another approach could be to use existing signal processing methods to preprocess

the nanopore signal. Such a preprocessing could be to reduce the noise within the

signal with filters like the median filter. The Fourier-Transformation or the Wavelet-

Transformation could also be helpful to analyze different frequencies of the signal

and use these as input parameters.
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5.3 More features for the prediction

It might also be beneficial to change the model architecture and add more features.

The activation function could be changed, for example. There are other activation

functions that I could try in the future, for example, the GELU activation function,

which is widely used in natural language processing models like GPT-2 [28].

Additional features like some pore properties or information from the basecaller

could also help improve the methylation prediction. Pore properties describe, for

example, the state of the pore that was used to sequence the read or produced

the signal of the read. Such properties could be the applied electrical voltage on

the membrane, sequencing time within the whole sequencing run, temperature, and

others. The basecaller has some additional information as well. Guppy for example,

uses transition probabilities to generate the base sequence from the nanopore signal

[40]. These transition probabilities could also be used as input features, as they

might show a pattern when the Guppy basecaller sees the signal of a modified base.

Another feature could be if Guppy had a basecalling error near the modification that

was corrected using one of the resquiggler tools. I can also change the signal length

of the input base signals. The easiest future improvement for the m6A prediction

could be to combine all three signal types in the input of a single neural network

instead of looking at them separately, as I did in this thesis. This way, the network

could extract the advantageous properties of each signal type for the prediction.

Adjusting the model architecture could also help to increase the performance. I

already tried to make the model overall bigger, but the model did not show such

a good performance as the normal one. I also tried out long short-term mem-

ory (LSTM) layers instead of the transformer part, but they did not yield better

accuracies. LSTMs are artificial recurrent neural networks that are built to learn

long and short-term sequence dependencies [14]. A dropout in combination with

bigger models while training could also help to prevent over-fitting.

Another adjustment should be to adapt the architecture to the input. In the case of

the unnormalized signal, a linear layer stack in front of the transformer part could

help to preprocess the signal, similar to the architecture for the raw signal. I did

not do this, as I adjusted the architecture afterward and had little time to retrain
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every model on the unnormalized values with another architecture.

Apart from feature engineering and the architecture adaptation, a future step could

be to combine the methylation predictions for multiple reads that belong to the same

gene. This is introduced in methods that use the basecaller error rate for modifi-

cation predictions, which can refine the prediction. If the prediction is correct, one

could figure out the modification rate and the modification position of a transcript.

5.4 More exploration of the data

We need a better insight into which features are essential for the prediction. Other

approaches to predict the methylation could be beneficial to get this knowledge.

It is unclear what the deep neural networks do with the input features and which

features are essential to predict the methylation. They act as a black box in this case.

Approaches like general linear models or support vector machines could provide a

better insight into the data and reveal essential features to distinguish a methylated

signal from an unmodified one. By explorative investigations into the data, as I did

with the signal plots, essential features can be estimated. This explorative work is

necessary to improve models, as well as to understand how the data looks.
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6 Conclusion

My master thesis proves that it is possible to predict the m6A methylation status on

RNA level within IVT data using only the nanopore signal and information about

the reference sequence. A good base signal segmentation is the foundation for further

processing steps and a more detailed analysis of the RNA base signals. The signal

shift depends strongly on the sequence content and also on the signal type. Signal

processing methods, like the Fourier transformation, Wavelet transformation, or

signal filters, could open up new insights into the nanopore signal. These methods

could help to reduce signal noise and filter the signal to find the essential signal

parts produced by the 5-mers passing the pore’s sensor that contribute the most

to the modification prediction. There are also other ideas to improve the RNA

modification prediction, such as including more features and changing the model

architecture. The gained knowledge of this work is helpful to develop methods and

tools for the RNA modification detection in ONT sequencing reads. It also provides

workflows and strategies to investigate other modifications apart from m6A, which

I want to study in the future. The major question to answer will be whether the

models also perform well on in vivo data. It would be groundbreaking if a reliable

tool can be developed that can call many different RNA modifications in in vivo

reads from the nanopore signal alone.
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Appendix

Used commands and parameters:

• python3 raw signal/nanopolish prepare.py <nanopolish summary.csv>

<nanopolish result.csv> <taiyaki output.hdf5> <mod read.ids>

<nomod read.ids> <output prepared dataset.hdf5> <model architecture>

[--signal size <signal size>] [--mod <nomodbase,modbase>]

[--datamode <datamode>]

Modbase defines the name of the modified base and nomodbase the regular

counterpart. Datamode defines the signal type to prepare.

• python3 raw signal/taiyaki prepare.py <model architecture>

<taiyaki output.hdf5><output prepared dataset.hdf5> [--signal size <signal size>]

[--modbase <nomodbase,modbase>] [--datamode <datamode>]

• python3 raw signal/balance dataset.py <dataset.hdf5><balanced dataset name>

• python3 utils/plot signals.py <balanced dataset.hdf5><output parent folder>

[--mod <modbase>] [--datamode <datamode>] [--kmer models <kmer.model>]

The kmer model can be provided with the unnormlized datamode. Datamode

defines the signal type to choose the correct axis limits.

• python3 raw signal/train model.py <model architecture> <traningsset>

[--num epochs <num epochs>] [--batch size <batch size>]

[--output parent folder <output path>]

Num epochs defines the number of training epochs. Batch size defines the

number of samples per training cycle.

• python3 raw signal/test model.py <model.torch><model.config><testset.hdf5>

The following USB device contains:

• additional figures for the GGACT signal types and segmentations,

• all major scripts described in this thesis and additional scripts.
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GGACT squiggle - Taiyaki Epinano normalized
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The histrograms below the basesquiggles show the relative original length distribution of the shown basesquiggles.

The curves right of the bases show the signal distribution.

signal datapoints

n
or

m
al

iz
ed

 c
u
rr

en
t 

in
 p

A

Figure S1: This picture shows 200 interpolated normalized pA signals per class from the
EpiNano dataset, using the Taiyaki segmentation of the 5’ GGACT 3’ motif.
The unmodified motifs are called can and are shown in blue, while the m6A motifs
are coloured red and called mod.

GGACT squiggle - Taiyaki Modbuster normalized
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Motif GGACT: #16962 - mod 9173 : can 7789
The histrograms below the basesquiggles show the relative original length distribution of the shown basesquiggles.

The curves right of the bases show the signal distribution.
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Figure S2: This picture shows 200 interpolated normalized pA signals per class from the
Modbuster dataset, using the Taiyaki segmentation of the 5’ GGACT 3’ motif.
The unmodified motifs are called can and are shown in blue, while the m6A motifs
are coloured red and called mod.
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GGACT squiggle - Taiyaki Modbuster normalized
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The histrograms below the basesquiggles show the relative original length distribution of the shown basesquiggles.

The curves right of the bases show the signal distribution.

signal datapoints

n
or

m
al

iz
ed

 c
u
rr

en
t 

in
 p

A

Figure S3: This picture shows 200 interpolated normalized signals per class from the Mod-
buster dataset, using the Nanopolish segmentation of the 5’ GGACT 3’ motif.
The unmodified motifs are called can and are shown in blue, while the m6A motifs
are coloured red and called mod.
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der angegebenen Quellen und Hilfsmittel angefertigt habe. Ich habe keine Einwände
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